


   
 

error values between measured and predicted values of variables (Sanayei et al., 2015). These 
methods often suffer from either low precision or low accuracy. 

We propose a novel approach based on generative machine learning (ML) to estimate the value 
sets for uncertain characteristics. In our approach, two ML networks are trained. The first 



   
 

characteristics and the model predicts values of target variables. Using these predictions, the 
measured values of target variables, and estimations of uncertainty ranges, the method refutes 







   
 

Table 1: Possible value ranges and measured / calculated values of building characteristics 

Building characteristic 
Possible value 

range 

Measured / 
calculated value 

Predicted values (using 
the naive approach) 

 2017 2018 

u-value: Walls (W/m2K) 0.15 – 0.25 0.18 0.24 0.20 

u-value: Floor (W/m2K) 0.15 – 0.25 0.19 0.24 0.21 

u-value: Roof (W/m2K) 0.10 – 0.20 0.15 0.19 0.16 

u-value: Window (W/m2K) 0.60 – 1.00 0.87 1.00 0.78 

g-value (-) 0.30 – 0.50 0.35 0.40 0.32 



   
 

characteristics with the predicted energy use in the four months. The colour of a line shows the 
error between the measured and predicted values of target variables. A generator generates only 
one set of values of input parameters even with different random inputs; however, retraining 
the generator on a different set of hyperparameters yields different values of input parameters. 
One 



   
 

Table 3: 95% confidence interval of target variables using random sampling and ML predicted sets 

Run period Random sampling ML predicted sets 

November 2.83-4.87 3.41-4.35 

December 5.43-8.39 6.09-7.38 

January 5.31-8.09 5.92-7.13 
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